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Abstract. Many cloud vendors now provide pre-configured OS distributions and network firewall poli-
cies to simplify deployment for customers. However, even with this help, customers have little insight
into the possible attack paths that adversaries may use to compromise the integrity of their computa-
tions on the cloud. In this paper, we leverage the pre-configured security policies for cloud instances to
compute the integrity protection required to protect cloud deployments. In particular, we show that it is
possible to compute security configurations for cloud instance deployments that can prevent informa-
tion flow integrity errors and that these configurations can be measured into attestations using trusted
computing hardware. We apply these proposed methods to the OpenStack cloud platform, showing how
web server application instance can be configured to protect their integrity in the cloud and how integrity
measurement can be used to validate such configurations for approximately 3% overhead.

1 Introduction

Cloud computing is a realization of computing as a utility, where customers submit their computing tasks to
a centralized service that provides the resources necessary to execute those tasks. According to NIST [33],
“[c]loud computing is a model for enabling convenient, on-demand network access to a shared pool of
configurable computing resources.” Rather than purchasing and maintaining an abundance of hardware re-
sources themselves, customers can “plug in” to the cloud, paying for only the quantity of resources used.
This is particularly attractive to those customers whose resource utilization may vary dramatically or where
the costs of hardware and its maintenance form a significant fraction of their overall budget.

Despite a promising business model, security is a major concern that may limit the impact of the cloud
computing paradigm. Customers need assurance that their personal or proprietary processing can be pro-
tected on systems administered by a third party. For example, if a medical billing organization wants to use
a cloud system to run their processing, they will have to consider how to protect their processing from re-
mote adversaries and achieve compliance with privacy requirements, such as HIPAA, when such computing
is moved to a third party. Key to the safe use of any computing system is the ability to configure security
policies that limit adversary access to critical processing. While the cloud vendors aim to make security
configuration simpler, through pre-configured OS distributions and default firewall policies, significant re-
sponsibility for security decisions still falls upon the customers [18].

At Penn State’s Systems and Internet Infrastructure Security (SIIS) Lab, we are studying how cloud
vendors and customers can work together to configure cloud computations that protect customer processing.
This study spans two critical issues in cloud computing: (1) configuring cloud computations to prevent
known attacks on such pre-configured OS distributions and (2) validating the runtime compliance of cloud
computations with the expected configurations.

First, in modern systems, much of the security configuration is already done in advance. Now, admin-
istrators configure hosts by selecting an OS distribution, selecting the desired application programs, and
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configuring network access for the deployed distribution. Selecting a commodity OS distribution now often
implies selecting a mandatory access control (MAC) policy to be enforced by the distribution [53, 59, 36, 35,
28], which limits the number of processes accessible to remote adversaries and aims to confine the rest. Due
to the complexity of MAC policies, administrators do not modify such policies manually, limiting the custom
defenses that they can apply to the selection of software packages and configuration of firewall rules. Fur-
ther, such policies are designed for least privilege [41], meaning that functionality drives which permissions
are included, not security concerns. As a result, the MAC policy may not accurately enforce the integrity
requirements that the administrators may expect, in such cases permitting operations that would compromise
their integrity requirements (i.e., if the administrators understood the MAC policy). With the advent of cloud
computing, the limitations of this approach to configuration has been transferred into a problem for cloud
customers.

Second, once the customer has settled on a configuration for their cloud instance, they want to know
whether the runtime execution of their instance will behave as expected. Trusted computing mechanisms
have been developed to collect measurements of system events necessary to produce proofs of system in-
tegrity (attestations) that can be verified by remote parties [39, 49, 16, 50, 51, 44, 25, 24, 5]. However, trusted
computing has not been widely adopted on traditional hosts, and cloud computing provides additional chal-
lenges because the cloud is opaque to customers. For example, the node controllers upon which instances are
deployed may not be addressable by remote customers and cloud instances may be migrated dynamically.

In this paper, we describe methods for: (1) identifying and resolving integrity problems in the security
policies resulting from the deployment of cloud computations using pre-configured OS distributions and
(2) measuring and validating that the runtime integrity of deployed systems complies with the integrity-
protecting configuration. This work leverages several research projects underway at the SIIS Lab. First, we
demonstrate that we can use available package configurations and MAC policies in OS distributions to lo-
cate individual program entrypoints that are accessible to adversaries [56], called the attack surface of the
program [15]. Second, using this information, we can configure information flow problems whose solutions
mediate adversary access, blocking potential attacks paths [29]. Such problems can be constructed to evalu-
ate remote or local threats against individual cloud instances or threats against a computation consisting of
several instances. Third, we describe methods for enforcing such mediation in operating systems [55] and
programs [47, 21, 31], enabling customers to deploy cloud instances that protect their integrity proactively.
Finally, we describe our trusted computing mechanism for measuring cloud instances, based on an integrity
verification proxy (IVP) service [46, 45], which monitors customer integrity criteria on VMs running in the
cloud.

We demonstrate these methods for Ubuntu Linux OS distributions using SELinux deployed on the Open-
Stack cloud platform. What we find is that: (1) we can produce policies for cloud instances that approximate
classical integrity, in the form of Clark-Wilson integrity [10] and (2) we can monitor the enforcement of
such policies using trusted computing with low overhead. Using such techniques, cloud vendors can provide
customers with insight into how customization may impact the integrity of their deployments and monitor
the execution of their deployments.

The remainder of this paper is as follows. Section 2 provides background on Infrastructure as a Service
(IaaS) cloud platforms, which are the target of this work. Section 3 defines the information flow integrity
problem that we aim to address in this paper. Section 4 describes our approach for configuring cloud com-
putations for integrity. Section 5 outlines how we monitor cloud computations for their adherence to that
configuration. Section 6 concludes and discusses future work.

30



Node
Controller

Image
Store

Volume
Store

Message Queue

SchedulerNetwork
Controller

Cloud API

Instances

Cloud
Customer Client

Cloud
Database

Fig. 1. IaaS Clouds.

2 IaaS Cloud Architecture

Clouds come in a variety of architectures with differing levels of service and features. While the definition
of a “cloud” is as nebulous as its name, NIST has begun to categorize clouds based on the degree of ad-
ministration and services the clouds offer to the customer [33]. Cloud computing provides a platform for
customers to run instances, computations containing customer-chosen software and data. Cloud platforms
offer different granularity of processing, such as Software as a Service [40, 14] (SaaS), Platform as a Ser-
vice [26, 13] (PaaS), and Infrastructure as a Service [4, 1] (IaaS). In this paper, we consider only IaaS clouds
as they are the building blocks of higher level cloud abstractions. Moreover, the IaaS paradigm gives the
customer more control over how cloud components manage sensitive data and code. IaaS clouds provide the
basic infrastructure launch instances in the form of virtual machines (VMs), such as VM hosting, virtualized
networking, and storage for VM images and disk volumes. Customers can use IaaS clouds to replace or
supplement a traditional data center by hosting the service in the cloud and scaling up compute and storage
requirements on-demand.

As an illustrative example, consider the high-level IaaS cloud architecture in Figure 1. The primary
component is the node controller, a VM host for customer VM instances. Clouds are composed of thousands
of these nodes, which are broken into clusters that provide a level of redundancy and can be spread out
geographically based on demand of the region. Within each cluster, a network controller is responsible for
configuring virtual networking between instances and translating public IPs to private intra-cloud addresses.
When a new instance is requested, a scheduler chooses a node controller to host the VM based on various
scheduling policies like resource fairness. In addition, the cloud’s state (e.g., which instances are running) is
stored in a cloud database that is updated and referenced by the various components.

Instances are created from disk images stored in the image store. They are uploaded to the cloud by the
customer or a third party vendor and remain static across reboots. Additional mutable storage is provided

31



through additional services like a key-object stores (e.g., Amazon’s S3 [3]) or network attached block storage
from a volume store. Customers control their instances through an API endpoint, which also exposes options
for configuring firewall rules, ssh host identity keys, and other policies. Finally, instances open to the
internet can interact with clients to provide services for which they were designed.

The cloud instances that we deploy are Ubuntu Linux OS distributions that run a particular application
package, such as a web server (Apache), database (MySQL), or web client (Firefox). Each of the distributions
we use includes an SELinux mandatory access control (MAC) policy [36] that governs the accesses of the
running processes. SELinux policies are composed from individual policies designed for software packages.
The SELinux policies are produced using a runtime analysis, which biases them toward least privilege [41].
That is, SELinux policies restrict processes based on the functionality required for the associated program to
run, not based on protecting the integrity of the process. As a result, adversaries often have access to some
of the resources used by processes, but there is no principled approach to identify those cases and protect
the process. Other commodity MAC enforcement works similarly [35, 59, 53, 28].

In discussing cloud integrity, we assume the physical security of the cloud is maintained and that attacks
on the hardware are prevented. We also trust the cloud at an organizational level to provide services without
malicious intent. That is, we assume the cloud’s components were honestly configured with the purpose of
protecting the integrity and confidentiality of its customers. However, we do not trust the cloud beyond that
point and accept that curious or malfeasant administrators may attempt to alter cloud systems in an untrust-
worthy way. Thus, we consider threats like an administrator logging in to the node controller to directly
read instance memory or locally cached disk images. We also consider threats from network attackers both
within the cloud intranet and externally that can snoop on, alter, or inject packets. We do not guarantee that
satisfaction of an integrity criteria implies that the system will not perform undesirable behavior. We leave
it up to the relying party to design integrity criteria that would ensure this property.

3 Information Flow Integrity Problem

To detect all possible integrity threats, we must identify when an adversary can write to data that may be
read or executed the victim [6], which can be modeled as an information flow problem. Traditionally, an
information flow problem is defined as follows:

Definition 01 An information flow problem, I = (G, L, M), consists of the following concepts:

1. A directed data flow graph G = (V, E) consisting of a set of nodes V connected by edges E.
2. A lattice L= {L, �}. For any two levels l
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from u to v in G, represents an information flow error.

Such an information flow problem can be constructed for mandatory access control (MAC) policies. The
data flow graph is determined by the information flow (i.e., read and write operations) authorized by the
MAC policy. The integrity lattice identifies the types of security-sensitive entities, such as integrity-critical
resources and adversary-accessible resources. The mapping assigns the relevant levels in the lattice to the
MAC policy labels for those entities. It has been shown that information flow errors in programs [30] and
MAC policies [17, 42, 9] can be automatically found using such a model.
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However, resolving such information flow errors has been a complex manual task. In general, information
flow integrity errors can be resolved by changing the data flow graph (i.e., the MAC policy) or adding
mediation to change the integrity of data propagated by information flows. However, changing the data flow
graph is difficult in practice because it implies a change in the operations a system may perform, which may
prevent one or more programs from functioning correctly. As a result, we explore methods to to resolve
information flow errors using mediation.

The challenge in this work is two-fold. First, we must map the configuration of cloud components to a
system-wide information flow problem and determine which mediation placements are viable. Prior work
examines information flows among VMs in a cloud environment [7], but does not examine problems caused
by such flows within the cloud components themselves. Second, we want enable customers to verify that
their running instances only receive untrusted inputs via mediators. We leverage trusted computing tech-
nologies [54], but we must adapt this work to cloud computing in a manner that enables verification of the
guarantee above at runtime.

4 Configuring for Integrity

In this section, we explore a method for configuring cloud instances and computations consisting of multiple
cloud instances to protect their integrity. As described above, each cloud instance is a pre-configured OS
distribution, but the security policies in each distribution are not designed to protect integrity. However, these
distributions do include information sufficient to compute adversary accessibility to program entrypoints (see
Section 4.1) from which threats to cloud computation deployments can be identified (see Section 4.2). We
then examine defenses for these threats that would provide proactive integrity protection system-wide in
Section 4.3.

4.1 Computing Attack Surfaces

Researchers have explored several methods to describe how adversaries may use their access rights to launch
attacks. For example, methods have been developed to compute attack graphs [48, 37, 34], which generate a
sequence of adversary actions that may result in host compromise. However, these methods treat programs as
black boxes, where rules describe possible compromises without principled information about the programs.
Should a particular vulnerabilities be patched in the program code, then attack graphs may diverge from the
actual deployment, leading to false positives.

As an alternative, researchers have argued for defenses at a program’s attack surface [15], which is
defined by the entry points of the program accessible to adversaries. In practice, a program entrypoint is
an instruction in the program that invokes the system call library to receive system resources (e.g., files,
network, or IPC data). Unfortunately, programs often have a large number of entrypoints, and it is difficult
to know which of these are accessible to adversaries using the program alone. Some experiments have
estimated attack surfaces using the value of the resources behind entrypoints [23]. However, if the goal is
simply to take control of a process, any entrypoint may suffice. While researchers have previously identified
that both the program and the system security policy may impact the attack surface definition [15], methods
to compute the accessibility of entrypoints had not been developed.

In a recent paper, we develop a method to compute program attack surfaces for OS distributions [56]. Cal-
culating the attack surface has two steps. First, for a particular subject (e.g., the SELinux label httpd_t),
we need to define its adversaries (e.g., processes with the SELinux subject label user_t), and locate OS
objects under adversarial control (e.g., files with the SELinux object label httpd_user_content_t).
We do this using the system’s MAC policy. Next, we need to identify the program entry points that access
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these adversary-controlled objects. Statically analyzing the program cannot tell which permissions are exer-
cised and which OS objects accessed at each entry point, and thus we use a runtime analysis to locate such
entry points.

The adversaries of a subject are identified conservatively. For a particular subject in the MAC policy, the
only other subjects that it trusts are those that have permission in the MAC policy to modify its executable
program file (directly or indirectly). All other subjects are untrusted. A detailed method is specified [56] to
identify all labels accessible to subject that may be modified by adversaries.

Practical runtime analysis is possible for many programs because several Linux software packages now
include comprehensive test suites. These test suites test program functionality across multiple configuration
options, which often identifies attack surfaces that would not be found through normal manual execution.
Despite the conservative definition for adversaries, our study showed that only a small fraction of the pro-
gram entrypoints are actually accessible to adversaries. For 23 system subjects in the Ubuntu Linux 10.04
Desktop distribution, only 81 out of 2138 entrypoints are accessible to adversaries. For well-known server
programs, 14 out of 78 entrypoints in OpenSSH and 5 out of 30 entrypoints for Apache were accessible to
adversaries. Using knowledge of these entrypoints, we identified two previously-unknown vulnerabilities,
demonstrating the importance of tracking attack surfaces to prevent vulnerabilities. As a result, we found that
computing attack surfaces is possible, yields useful information for extending proactive integrity protections,
and reduces the effort of defenders greatly in determining where to provide integrity protections.

4.2 Computing System-Wide Mediation

With knowledge of how to compute attack surfaces1, which identify adversary accessibility, our next goal is
to compute the mediation mediators necessary to resolve all information flow errors in a cloud computation.
Researchers have found that it is possible to find resolution to an information flow errors by computing a
solution to a graph-cut problem [19, 20, 38]. In this case, the graph-cut solution corresponds to the placement
of mediation code necessary to resolve all information flow errors. This solution applies for a two-level
integrity lattice (e.g., high and low integrity), but in practice, more than two integrity requirements may be
necessary resulting in a multiway cut problem, which has been shown to be NP-Hard for directed graphs [12].
However, greedy solutions are generally effective for finding possible mediations.

The problem is how to use this knowledge to configure integrity protections for cloud computations, pos-
sibly spanning multiple cloud instances. Using available security policies (i.e., MAC and firewall policies),
it is possible to produce an information flow problem, as defined in Definition 01 above. However, often
over 100 mediators are required per instance. This seems like to much work for customers, programmers,
administrators, or OS distributors.

In a paper to appear in December 2012 [29], we use the insight that pre-configured instances face several
threats in any deployment of that instance. As a result, these threats should always be mediated proactively,
and the focus should be on the new threats that emerge in the specific customer deployment. A customer
deployment may impact the cloud instance in two ways: (1) it may add new remote threats by expanding the
network connections to any instance and (2) it may add local threats through the introduction of unprivileged
code and unverified data to the instance. Thus, we solve information flow problems that identify the program
entrypoints necessary to protect the instance integrity by default, from remote threats given the deployment,
and from local threats given the deployment.

1 In particular, how to compute which program entrypoints access which object labels in the MAC policy. This com-
putation does not use the same threat model as the attack surface calculation, but rather adversaries are based on the
information flow problem lattice in Definition 01.
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For an Apache web server cloud instance, no more than 217 mediators are necessary to protect all the
subjects in a default network configuration. These should be defended by default, otherwise all uses of this
OS distribution would be flawed. In practice, cloud vendors and OS distributors should work together to
ensure proactive integrity protection for these entrypoints.

When a web application is deployed on this server, 24 additional entrypoints must mediate remote
threats, 10 of which are specific to the new application code. Thus, to protect the integrity of the cus-
tomer’s instance from new remote threats caused by the deployment, the customer must determine whether
the additional program entrypoints accessible to adversaries are protected. In this case, the customer must
check their own code for mediation as well as obtain insight into mediation for 14 new attack surface entry-
points in existing OS distribution code. At present, no automated approach exists to resolve these issues, but
hopefully, the identification of attack surfaces will motivate such methods.

In addition, we also examine attack surfaces that may result from local threats. In this experiment, we
identify local threats as the untrusted object labels relative to the web server process that are not reachable
from remote adversary input. If each of these object labels do indeed include malicious data, then 56 addi-
tional mediators are necessary to protect the web server and trusted computing base processes. This insight
is not altogether surprising, as local exploits are a common vector for launching attacks. In this case, it
behooves the customer to ensure that any data assigned to these untrusted object labels is vetted prior to
deploying the cloud instance.

Finally, our method also computes the mediation required for a cloud computation consisting of mul-
tiple cloud instances. We configured a web application that included a database as well as two distinctly-
configured web clients. In addition, we also evaluated the mediation required in the node controller hosts of
the cloud instances2, resulting five VMs total. An advantage is that the same mediation requirement may be
present across the system at large, where 2/3 of the attack surface entrypoints appeared in multiple VMs.
As a result, 525 mediators total are needed for the combination of VMs by default. Redundant mediation
also helped limit the impact of dealing with remote threats, as only three new attack surface entrypoints
required mediation once the customer deployment was configured. Local threats seem to be more dependent
on the application being hosted on the VMs, however. The new attack surface resulting from local threats
on web clients had little overlap with that of the web server, meaning that addressing local threats will be an
important challenge in the future.

4.3 Approximating Clark-Wilson Integrity

Once mediation locations have been identified, enforcement code that implements that mediation is neces-
sary. Enforcement code may be added to the operating system or the program to mediate attack surfaces.
We describe the two cases and their impact relative to achieving Clark-Wilson integrity, a classical integrity
model.

In the first case, the operating system provides access control to limit access to processes, but as we have
shown that available access control does not prevent attack surfaces from appearing. The operating system
can do two additional things to limit attack surfaces. First, the operating system can limit the entrypoints
that processes can use to access resources controlled by adversaries. That is, operating systems can prevent
processes from expanding their attack surface beyond what is known. Second, when a process requests a
resource from the operating system by name, the operating system can limit the adversaries’ abilities to
redirect that name resolution. For example, when a process requests a resource by pathname, if an adversary
can modify a directory used in name resolution then an adversary may redirect the victim to a resource of
the adversary’s choosing. In a recent study, we found that many latent vulnerabilities to this threat exist in

2 In this case, we used a Xen-based system.
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programs, even mature ones [58]. To control access to the program entrypoints, we have built a process
firewall mechanism that can enforce rules to protect entrypoints from adversary access in name resolution
and to the returned resource [57].

In the second case, a process entrypoint expects to receive some untrusted input. In this case, it is up to
the program to protect itself from such inputs. In recent work, a variety of mechanisms have been explored
to enforce type safety [32, 11], enforce execution semantics [2, 8], enforce information flow [31], and use ca-
pabilities to control interaction with adversaries [22, 21, 47]. At present, program defenses of attack surfaces
are ad hoc in practice, but methods such as these and others may greatly limit the choices that adversaries
can make that may impact process integrity.

Protecting program entrypoints from adversaries is an approximation of Clark-Wilson integrity [10].
In this approximation, the Clark-Wilson requirement that all programs that process high integrity data be
certified (i.e., formally-assured) is dropped (rule C2), so the Clark-Wilson requirement that all untrusted
inputs to such processes must be discarded or upgraded (C5) is strengthened to only allow untrusted inputs
to mediating entrypoints. That is, the set of mediating entrypoints must be a superset of the attack surface
entrypoints. That is the ultimate goal of this work.

5 Monitoring Computation Integrity

In this section, we describe a method for monitoring the runtime integrity of cloud computations. Because
we have carefully evaluated that the security configuration provides the required integrity protection, as
described in the previous section, the goal is to monitor that the cloud computation is enforcing that config-
uration. Monitoring a configuration is much more efficient than monitoring memory in general, as configu-
rations change infrequently, if at all.

5.1 Measuring Integrity

Validating trust that a remote system will behave as expected is a fundamental problem in computer se-
curity. The introduction of trusted computing hardware, in particular the Trusted Platform Module [54]
(TPM), has been one of the most significant advances to solve this problem in recent years. TPM devices
provide protected storage for collecting measurements of host integrity (integrity measurements) and cryp-
tographic mechanisms suitable for constructing proofs from integrity measurements that can be verified by
remote parties (attestations). Despite the broad availability of TPMs, in over 200 million hosts, and several
trusted computing mechanisms [49, 51, 50, 39, 25] hardware-based trusted computing has not yet led to the
widespread adoption of mechanisms to validate trust in commodity systems. We find that such usage has
been limited by: (1) the difficulty in predicting what “integrity” means for complex commodity system and
(2) the lack of support for runtime integrity measurement. In this research thrust, our goals have been to
design new integrity measurement mechanisms based on the TPM hardware to support practical integrity
measurement for commodity systems and apply these techniques to different kinds of system deployments.

We have developed a number of integrity measurement designs over the years to capture more events
that may impact integrity and ease the verifiers’ task [52, 27, 44], and our most recent work unifies these
ideas [46]. The key concept in this paper is the integrity verification proxy (IVP), an integrity monitor frame-
work that verifies system integrity at the proving system on behalf of the remote clients (e.g., cloud cus-
tomers). The IVP is a service resident in a virtual machine (VM) host that monitors the integrity of its hosted
VMs for the duration of their execution through a combination of load-time and VM introspection mech-
anisms. Client connections to the monitored VM are proxied through IVP and are maintained so long as
the VM satisfies client-supplied integrity criteria. Runtime VM introspection can be costly, but we show that
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focusing runtime monitoring on security policy enforcement can approximate Clark-Wilson integrity for low
monitoring overhead (less than 2% on the benchmarks we ran).

To verify the IVP platform’s integrity, we use the Root of Trust for Installation (ROTI) approach to attest
the filesystem of hosts that are modified infrequently [52]. At install time, a TPM-signed proof is generated
that binds the installed filesystem to the installer and system image that produced it. Since host VMs modify
few files at runtime, this proof will be useful across boot cycles. The ROTI method has been adapted for
network installation, such as is done in the cloud [43]. In network installation, the phase of gathering the
installer and system image may be under the control of an adversary, but the network-based ROTI mechanism
produces of proof of exactly the inputs used to create the filesystem enabling remote clients to verify VM
hosts upon which IVPs run.

5.2 Monitoring Cloud Integrity

Figure 2 shows the architecture of our integrity measurement mechanism for cloud computing. There are
three key concepts. First, customers can provide integrity criteria dictating what the integrity requirements
that must be satisfied in order to create a secure communication channel to the cloud instance. This enables
the customer to dictate the terms of integrity to guide measurement, which is done using both traditional
load-time and run-time (e.g., based on VM introspection) techniques. Second, the measurement framework
use the IVP to track the integrity of the cloud instance and enforces customers’ integrity criteria. We show
elsewhere that it is possible to deploy IVPs on the cloud nodes to enforce a variety of criteria, including those
based on CW-Lite [46]. Third, a cloud verifier provides the layer of indirection to enable the customers to
use IVPs even though they may not know where their instances are deployed.

Figure 3 illustrates a simplified view of the changes to the basic OpenStack infrastructure to implement
this approach. OpenStack is composed of various ‘projects’ that add additional services, but we will fo-
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cus on the nova project for our implementation because it provides the necessary components for hosting
instances. The components are largely the same as those presented in the general IaaS architecture in Sec-
tion 2, but some names have been replaced with their nova equivalent. The shaded components represent
the changes we have made to implement the CV framework. First, the nova-api interface has been ex-
tended with a new commands to specify client criteria. Second, the cloud database has been updated to store
node identity keys. Third, the nova-compute component (compute node) that hosts cloud instances was
extended with our IVP implementation. We also modified the RabbitMQ message queue service to deny
all messages except over an SSL channel authenticated by a CV signed certificate. This implements our
requirement that only verified components can communicate through the RabbitMQ and thus participate in
the cloud. Finally, the nova-verify service has been added as a standalone component to implement
the CV. nova-verify is another public facing service in addition to the nova-api service. Overall, the
additional code added to OpenStack was roughly 2,600 SLOC in Python. Additional code for implementing
modules and measurement interfaces was under 1,000 SLOC of Python.

We evaluated this design on an OpenStack version 2011.3-nova-milestone cloud installed on three Dell
M620 blades. These machines have two quad core Xeon processors with 64GB of RAM and two 1Gb
network cards for the private and public network. The first blade serves as the compute node that hosts virtual
machines. The second blade serves as the Cloud Verifier as well as other necessary controlling components
of the cloud like scheduler, API server and network controller. The last blade is used to simulate clients of
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Operation Mean
CV Verification 1.09
TPM Quote 0.84
Communication 0.17
Others (read, write file etc.) 0.08
Node Join Protocol 1.68
TPM Quote 0.82
OpenSSL Node Key Generation 0.29
Node Certificate Generation 0.22
Communication 0.23
Others (read, write file etc.) 0.12
Client Criteria Registration 0.56
Openstack Processing 0.30
Instance Certificate Generation 0.22
Certificate Verification 0.04

Table 1. Protocol time delay breakdown. Times are in seconds and are averages of 30 runs.

the cloud and performs the benchmark programs. Each system runs Ubuntu-11.10 (x86 64) with a Linux 3.0
kernel for hosts and Ubuntu-11.10 (x86 64) with kernel 3.0.1 for virtual machines.

Table 1 shows the breakdown of three major protocols in our CV framework. These numbers are the
average of 30 runs of the protocol. The first is the time due to verifying the nova-verify service, which
the client must do before using the cloud. The second is the compute node’s cloud join protocol. In both
cases, the majority of the overhead comes from the TPM quote operation. Despite this, the delay is less
than 2 seconds. For the node join protocol, this is a significantly shorter time than the boot process the
node must go through and is only a one-time cost per boot. For the CV verification, we envision techniques
like Asynchronous Attestation [27] can be used to to reduce this delay since it will be a major bottleneck
for potentially thousands of clients connecting to the cloud. Finally, the client registration operation has a
negligible overhead compared to the typical delay incurred by using the API server in general. It is worth
noting that the total time will depend on the modules that must be checked for the client’s criteria. This
represents the minimum time only.

We benchmarked the G-WAN (G-WAN 3.3.28 64-bit) web server using ab (Apache Benchmark). We
made 30 runs of the benchmark on the [1-1000] concurrency range. As shown Figure 4, the G-WAN web
server running on the IVP framework performs at an average overhead of 3.1% compared to the G-WAN
web server normally. We have found that this overhead is primarily due to VM introspection with gdb [46].
Since gdb uses the ptrace interface in the kernel to monitor processes for debug signals, every syscall
incurs a small processing overhead by gdb to parse the signal and resume process execution. A possible
solution for this would be to modify the ptrace interface to notify the gdb process only when debug
signals are raised. This is future work.

6 Conclusions

In this paper, we describe a method and supporting tools for configuring cloud computations to protect their
integrity proactively. Integrity protection is defined as an information flow problem, where any adversary
access to an authorized operation has the potential to exploit a vulnerability. As security policies are too
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complex to evaluate manually, we describe a runtime analysis method to compute adversary accessibility to
individual program entrypoints, a method that can compute the mediation necessary to resolve information
flow errors system-wide given such adversary access, and defensive mechanisms to enforce that mediation
approximating Clark-Wilson integrity. Using the resultant configuration, we define an integrity monitoring
mechanism that uses trusted computing to enable cloud customers to ensure that their compute instances sat-
isfy their integrity requirements. We demonstrate that this monitoring mechanism can be applied to monitor
instances running in the OpenStack cloud platform for low overhead. In the future, we plan to extend our
work in runtime vulnerability testing [58] to find and fix vulnerabilities in mediation.
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